
Current Biology

Article
Transcranial Direct Current Stimulation
Facilitates Associative Learning and Alters
Functional Connectivity in the Primate Brain
Matthew R. Krause,1 Theodoros P. Zanos,2 Bennett A. Csorba,1 Praveen K. Pilly,3,5,* Jaehoon Choe,3

Matthew E. Phillips,3 Abhishek Datta,4 and Christopher C. Pack1,*
1Montreal Neurological Institute, McGill University, Montreal, QC H3A 2B4, Canada
2Feinstein Institute for Medical Research, Manhasset, NY 11030, USA
3Information and Systems Sciences Laboratory, HRL Laboratories, LLC, Malibu, CA 90265, USA
4Soterix Medical, Inc., New York, NY 10001, USA
5Lead Contact

*Correspondence: pkpilly@hrl.com (P.K.P.), christopher.pack@mcgill.ca (C.C.P.)
https://doi.org/10.1016/j.cub.2017.09.020
SUMMARY

There has been growing interest in transcranial direct
current stimulation (tDCS), a non-invasive technique
purported to modulate neural activity via weak,
externally applied electric fields. Although some
promising preliminary data have been reported for
applications ranging from stroke rehabilitation to
cognitive enhancement, little is known about how
tDCS affects the human brain, and some studies
have concluded that it may have no effect at all.
Here, we describe a macaque model of tDCS that
allows us to simultaneously examine the effects of
tDCS on brain activity and behavior. We find that
applying tDCS to right prefrontal cortex improves
monkeys’ performance on an associative learning
task. While firing rates do not change within the tar-
geted area, tDCS does induce large low-frequency
oscillations in the underlying tissue. These oscilla-
tions alter functional connectivity, both locally and
between distant brain areas, and these long-range
changes correlate with tDCS’s effects on behavior.
Together, these results are consistent with the idea
that tDCS leads to widespread changes in brain ac-
tivity and suggest that it may be a valuable method
for cheaply and non-invasively altering functional
connectivity in humans.

INTRODUCTION

Interest in transcranial direct current stimulation (tDCS) has

increased rapidly in recent years, in parallel with growing de-

mand for a low-cost and effective method of modulating brain

activity. In a typical tDCS application, electrodes are placed on

the scalp, and weak DC current (1–2 mA) is passed through

them. This generates an electric field, which is thought to pass

through the scalp and skull and to influence the activity of

nearby neural tissue. Human behavioral studies report that
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tDCS ameliorates several clinical conditions and improves

functions ranging from sensation to cognition to emotion [1–4].

These promising findings have led to a large clinical literature

on tDCS [1, 5], as well as over 530 clinical trials (according to

https://clinicaltrials.gov/). However, many behavioral studies

have been questioned on statistical andmethodological grounds

[3, 6–8], though these analyses have themselves been criticized

[9, 10].

Furthermore, little is known about the neuronal effects of

tDCS. Both in vivo and in vitro studies have shown that the static

electric fields produced by direct current modulate neuronal

membrane potentials [11]. However, absent other sources of

excitation, the fields produced by tDCS are typically too weak

to directly generate action potentials [11], especially after being

attenuated by skull tissue and distorted by brain convolutions.

Instead, some studies have suggested that tDCS might alter

neural excitability [12, 13], brain oscillations [14, 15], or functional

connectivity [2, 16]. The few studies that have recorded neuronal

data along with tDCS used small animals and invasive stimula-

tion paradigms that cannot be applied to humans (e.g., stimu-

lating through screws driven deep into the skull) [17–20]. Thus,

fundamental questions about the nature and efficacy of tDCS

remain.

To investigate these issues, we applied stimulation techniques

and equipment intended for human use, combined with large-

scale neurophysiological recordings from awake, behaving ma-

caque monkeys. Macaques are an ideal model system for

this because, like humans—and unlike other animal models—

they have a thick, dense skull and gyrencephalic cortex, which

may affect the strength and flow of current into the brain

[11, 21]. Macaques also learn complex behaviors, permitting a

direct comparison with human experiments and real-world con-

ditions. At the same time, using an animal model permits a more

detailed examination of neural activity than is possible in healthy

human subjects.

Our experiments sought to answer two questions: first, what

effects (if any) does tDCS have on activity in the primate brain?

To answer this question, we recorded local field potential

(LFP), multi-unit activity (MUA), and single-neuron activity at mul-

tiple sites within the neocortex of two monkeys. Second, do the

observed neural effects influence behavior? To answer this
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question, we trained themonkeys to perform a task that required

them to learn new associations between stimuli and behavioral

responses. We then asked whether aspects of neural activity

correlated with performance on this task, and whether tDCS

modulated these aspects.

We find that tDCS has both local and widespread effects on

brain activity. The local effects consist primarily of an increase

in LFP power near the site of anodal stimulation. The more wide-

spread effects are manifested as a decrease in low-frequency

LFP coherence between distant cortical sites, along with an in-

crease in high-frequency (gamma-band) coherence between

the same sites. Of these effects, the last was most strongly

correlated with the animals’ behavioral performance, suggesting

that, for certain tasks, the beneficial effects of tDCS arise from

increased communication and altered functional connectivity

between distant brain regions [22].

RESULTS

Effects of tDCS on Neural Activity in the Non-human
Primate Brain
The metallic implants and skull defects required for neurophysi-

ological recording may distort the electric field generated by

tDCS [23], and individual differences in neuroanatomy may

also cause electrodes placed on similar scalp locations to

generate different electric fields within the brain [24]. Tominimize

these potential confounds, we first created a detailed finite

element model of each monkey’s head. The model was then

solved to find scalp locations that maximized the electric fields

within a targeted brain location [23]. We considered both tradi-

tional bipolar electrode montages and montages containing up

to 8 stimulating electrodes. Since the vast majority of human ex-

periments use no more than 2 mA of stimulating current, we also

limited our montages to 2 mA total current. We generated elec-

trode montages that maximized field strength in right lateral pre-

frontal cortex (PFC), an area with extensive neuroanatomical

connections [25], associated with memory formation and recall

[26], and the focus of many human tDCS studies. The finite-

element models indicate that these montages generated fields

of 0.68 V/m in PFC of one monkey and 0.42 V/m in the other.

These values are comparable to those estimated for healthy

human subjects (0.4–1.0 V/m from [11, 27]) and measured in

human epilepsy patients (0.4 V/m from [28]). Further details of

the modeling procedure, including the models generated for

the animals used in this study, have already been published

[23]; Figure S1 shows the field strength for one animal.

Since virtually nothing is known about the effects of tDCS on

the primate brain, we first sought to determine whether it affects

neural activity. Two non-human primates were each implanted

with a pair of 96-channel ‘‘Utah’’ arrays: one in the right PFC

and the other in the left inferotemporal cortex (ITC). Animals

were trained to sit calmly in a darkened testing chamber while

fixating a small target displayed against a gray background;

liquid rewards were dispensed every 1–3 s while the animal

maintained fixation. This task allowed us to control the animals’

behavioral and oculomotor state across stimulation conditions.

The design of this experiment is shown in Figures 1A and 1B.

Animals continuously performed the fixation taskwhile two types

of electrical stimulation were applied in 5-min blocks. These
blocks were randomly ordered and separated by 5- to 10-min

interstimulus intervals. In a tDCS block, the current was gradually

ramped up from 0 to 2mA over 3 s, maintained at 2 mA for 5 min,

and then ramped down from 2 to 0 mA over 3 s. Less than 1% of

human subjects can detect the presence or absence of a 2-mA

DC current on the scalp at steady state, but its onset and offset

generate noticeable somatosensory percepts [30, 31]. We there-

fore compared our tDCS data against the ‘‘sham’’ stimulation

protocol in Figure 1A. As in the active protocol, stimulation was

initially ramped up from 0–2 mA over 3 s. However, in sham

blocks, the full 2-mA current was only applied for 10 s and

then ramped back down to zero over 3 s. At the end of a sham

block, the 2-mA current was again applied and ramped back

down to 0mA. This protocol generates the same somatosensory

percepts as the active condition but passes far less charge into

the brain. Since blinded human subjects are typically unable

to report whether they received active or sham stimulation

[18, 32], this tDCS versus sham comparison is currently the

gold standard for human neurostimulation research [33].

Figure 1A shows representative signals from electrodes in

PFC (left) and ITC (right). When tDCS is applied to PFC (yellow),

large, low-frequency oscillations appear in the underlying LFPs.

LFPs provide a sensitive measure of neural excitability by

tracking membrane potential fluctuations within a few hundred

micrometers of the electrode tip [34]. These larger oscillations

do not appear during sham stimulation (blue) in PFC, nor do

they appear in ITC in any condition when PFC is targeted.

To test for these effects’ specificity, we also generated a sec-

ond montage, which targeted left ITC. When tDCS was applied

according to this montage (Figure 2B, yellow), it induced low-fre-

quency oscillations within ITC, but not PFC. Again, these results

were markedly different from what was seen during sham stimu-

lation (blue) with the same montage and were not seen in the

non-targeted region (PFC). As the field map in Figure S1 shows,

regions around the target, particularly those between the anodal

and cathodal electrodes, also receive some stimulation. How-

ever, this spatial specificity is incompatible with global arousal

changes related to the somatosensory sensations evoked by

tDCS’s onset.

These results provide a proof of principle that tDCS, delivered

through the scalp, can influence neural activity in the primate

brain. However, because the effects of tDCS may vary with

behavioral state [35], we next analyzed data collected from

PFC and ITC while the monkeys performed a challenging behav-

ioral task. We first consider the effects of tDCS on behavior, and

then we ask whether these behavioral effects could be mediated

by tDCS-induced changes in local or widespread neural activity.

Effects of tDCS on Performance in an Associative
Learning Task
Two non-human primates were trained to perform an oculomo-

tor foraging task [29] depicted in Figure 1C. This task requires

learning arbitrary associations between natural images and

response zones (RZs), small (2� radius) regions within each im-

age. On each trial, animals were shown a single image and al-

lowed to freely view it. When they fixated within the RZ for

100 ms, they received a juice reward, and the trial ended. Pre-

sentations of 2–3 images, each with its own RZ, were randomly

interleaved. Each image’s RZ was randomly chosen at the start
Current Biology 27, 3086–3096, October 23, 2017 3087



-30 -20 -10 0 10 20 30

-15

-10

-5

0

5

10

15

Horizontal Position (degrees)

Ve
rti

ca
l P

os
iti

on
 (d

eg
re

es
)

C
Presentation #1Eye Position Presentation #26

3 s 3 s

Fixation: 5 min 

5 min + 75/100 trials 

tDCSA

3 s 3 s

10 s

3 s

Fixation: 5 min 
5 min + 

75/100 trials 

Sham

5 min5 min

(10+ blocks, randomly interleaved)
fixation task

5 min ~15 min
Self-paced: 75/100 trials

(~30 minutes)

foraging task
(1-3 blocks, order alternated within/across days)

B

Image displayed
Cue displayed

Gaze in RZ

Reward released

Scene Onset
(400 ms)

Scene Onset
(400 ms)

> 15 s< 15 s

0.1 s0.1 s

Figure 1. Experimental Design
(A) Data from two stimulation conditions, active tDCS and sham stimulation, are compared in the following experiments. (A) Waveforms for tDCS (yellow box) and

sham stimulation (blue) are shown. The peak current in both conditions was 2 mA. Please see Figure S1 for a depiction of the induced electrical field.

(B) (top) In the passive fixation experiment (see text and Figure 2), tDCS (yellow) and sham (blue) stimulation were applied in 5-min blocks, separated by a 5-min

interstimulus interval. Blocks were randomly ordered and at least 10 blocks were collected each day. (bottom) During the foraging paradigm (see text and C),

tDCS and sham stimulation were applied for 5min before the task began and then continued until themonkey performed 75 (monkey F) or 100 (monkeyM) trials of

each image. Trials were separated by 500–1,000 ms, while tDCS and sham blocks were separated by 15-min intervals. One to three blocks were performed each

day, and the tDCS/sham order was alternated within sessions and across days (e.g., since the session shown here began with a tDCS block, the next session

would start with a sham block, followed by a tDCS one).

(C) A naturalistic foraging task [29] was used to study the effects of tDCS on associative learning. (left) Animals learned to associate an image (contrast reduced for

illustration) with a reward zone, which is shown here by a red and white ring, although the ring was not displayed during the experiments. Animals initially explored

the entire image but after repeated experience learned to saccade directly to the reward zone. The overlaid traces are one animal’s eye movements during his

initial exposure to this image/location pair (blue) and 25 trials later (yellow). (right) On each trial, we evaluated neural data from the 400 ms following scene onset

(scene onset epoch). Animals learned two or three image pairs per session. During each session, tDCS or sham stimulation was applied to PFC, as described in

(A) and (B).
of the block, and, except for a small jitter (0–4�), its location was

fixed across presentations of the same image.

Along with the foraging task, animals also performed a simple

visually guided saccade-to-target task. On these trials, animals

were shown a gray screen containing only a small, high-

contrast saccade target. They received a small liquid reward

for saccading to the target and maintaining their gaze on it for

750–1,250 ms. This is essentially the same paradigm used in

the passive fixation experiment (above), except that the target

location was randomly chosen from one of 9 (or 25) locations

on a 33 3 (or 53 5) grid spanning themonitor. Since these trials

were intended to monitor the animals’ motivation and ensure

that the eye tracker remained calibrated, they were interleaved

so at least one saccade-to-target trial followed every foraging

trial.

To study the effects of tDCS, each block was paired with either

active tDCS or sham stimulation; conditions were counterbal-
3088 Current Biology 27, 3086–3096, October 23, 2017
anced within and across days to avoid order effects (Figure 1B).

At the beginning of each block, the stimulation was applied for

5min while the animals sat quietly. We then began the behavioral

paradigm depicted in Figure 1C. Both the behavioral paradigm

and stimulation ended after every image was shown 75 (monkey

F) or 100 (monkey M) times. Since the trials were self-paced,

blocks varied in length. The median stimulation length was

35 min and never exceeded 1 hr.

We used the response time (RT), defined as the time elapsed

between the scene onset and the successful localization of the

RZ, to measure performance. Early in a block, animals explored

the entire image before finding the RZ (Figure 1C, blue). How-

ever, after repeated presentations, they learned to saccade

directly into the RZ (Figure 1C, yellow), indicating that they learnt

to associate images with their corresponding RZs. Plotting the

RT versus presentation number revealed that this change in RT

approximated a sigmoidal trajectory (Figure 3A). Accordingly,
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Figure 2. Influence of tDCS on Raw LFP

Signals

Applying tDCS produces large low-frequency os-

cillations in the targeted brain area. Traces show

unprocessed, wideband signals simultaneously

recorded from electrodes in PFC (left) and ITC

(right) during tDCS (yellow) and sham stimulation

(blue). Stimuli were applied for 5 min; the last 10 s

of each block (before ramp-down) is shown here.

Blocks were randomly ordered during the experi-

ment, but traces have been grouped by condition

here for display.

(A) In blocks where tDCS is applied to PFC (yellow

traces, left side), large low-frequency oscillations

are present in the LFP recorded from PFC. These

are not present in PFC during sham stimulation

(blue traces, left side), nor are they present in ITC

during either condition (yellow and blue traces,

right side).

(B) When tDCS is instead applied to ITC, oscilla-

tions become visible in ITC (right), but not PFC

(left), instead. As in (A), this is restricted only to

active tDCS (yellow), not sham (blue), and only

within the targeted brain area (right).
we fit the RT versus presentation number data for each image/

RZ pair to a logistic function (see STAR Methods). This parame-

terization separates potential effects of tDCS on associative

learning from sensory [20] or motor [36] effects. Sensorimotor ef-

fects (e.g., faster scene recognition) would affect performance

before and after learning equally, leading to vertical shifts of

the RT curve, while changes in learning efficiency would be re-

flected in horizontal shifts of the curve.

These possibilities were examined by fitting data from 75

experimental sessions (38 tDCS, 37 sham) to logistic functions

and analyzing the corresponding parameters (see STAR

Methods). The logistic functions generally fit the data very well

(r2 = 0.83), with no significant difference in fit quality across stim-

ulation conditions (tDCS: 0.82; sham: 0.85; p = 0.625 via Fisher-

Pittman test). First, we examined the N50 parameter, which shifts

the logistic RT curve horizontally. Smaller values of N50 indicate

that the animals learned more efficiently, or equivalently, fewer

trials were required for animals to reach their asymptotic perfor-

mance. Applying tDCS significantly reduced N50, from 20.9 ± 3.6

trials during sham stimulation to 12.0 ± 1.4 trials (M ± SE) during

tDCS (p = 0.019; Fisher-Pittman test), as shown in Figure 3B

(left). Randomized F-test indicated that there was no main effect

(p = 0.18) or interaction (p = 0.42) with monkey identity. These

data suggest that tDCS accelerated the monkeys’ ability to learn

new associations. This effect could have been underestimated,

as prolonged exposure to neurostimulation, even within the

same experiment [37], can reduce its efficacy.
Current Biolo
One prosaic explanation for these ef-

fects is that tDCSmay cause non-specific

changes in arousal, causing the monkeys

to physically perform the task more

rapidly. Although this seems unlikely

based on the human data mentioned

above [18, 32], we performed several

additional control analyses. First, we
examined the MinRT parameter, which controls the vertical po-

sition of the RT curve, and represents the time needed to

execute a response after learning (time required for recognizing

the image, planning and executing saccades, etc.). Figure 3B

(right) shows that the MinRT values were similar for the tDCS

and sham conditions (tDCS: M ± SE = 1.43 ± 0.1 s; sham:

1.38 ± 0.1). Neither a Fisher-Pittman randomization test (p =

0.69) nor a randomized F-test with a per-monkey factor (main ef-

fect of stimulation p = 0.39; main effect of monkey: p = 0.54;

interaction: p = 0.43) revealed any difference inMinRT values be-

tween stimulation conditions. Monkeys can execute visually

guided saccades in approximately 200 ms [38], so it is unlikely

that a floor effect masked possible effects of tDCS on arousal,

sensory processing, or similar factors related to task execution.

Second, we examined RT data from the saccade-to-target tri-

als, which have no learning or memory components. Instead, the

RTs are determined by the speedwith which themonkey detects

the target’s onset and plans/executes saccades toward it.

We defined the RT for this task as the time elapsed between

saccade target onset and the monkeys’ gaze landing within

2� of the target. These RTs did not significantly differ between

tDCS blocks (M ± SE: 546 ± 13 ms) and sham blocks (M ± SE:

539 ± 20 ms), according to a Fisher-Pittman test (p = 0.99)

and a two-way randomized F-test with a per-monkey covariate

(main effect of stimulation p = 0.83; main effect of monkey:

p = 0.24; interaction p = 0.43). Monkeys were not trained or

incentivized to respond rapidly in this part of the task. Reaction
gy 27, 3086–3096, October 23, 2017 3089



A B

ConditionPresentation Number
10 20 30 40 50 60 70 80 90 100

R
ea

ct
io

n 
Ti

m
e 

(s
ec

)

0

5

10

15

20

25
raw data
median smoothed
logistic fit

tDCS Sham

N
50

0

5

10

15

20

25

p = 0.019

Sham

O
ffs

et

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

tDCS

p=0.70

Figure 3. Behavioral Results

(A) As the example in Figure 1A suggests, animals’ RTs decreased over the course of the session. Since this decrease appeared to be sigmoidal, we fit logistic

functions to each sessions’ data. They generally fit the data well (r2 = 0.83), and this did not significantly differ by condition (tDCS: 0.82; sham: 0.85; p = 0.625 via

F-P randomization test). Two parameters corresponding to aspects of task performance were extracted. Downward shifts of the curve, governed by theMinRT

parameter, suggest that animals perform the task faster once learning is complete, while leftward shifts, indicated by changes to theN50 parameter, suggest that

animals learn more efficiently.

(B) (left) The N50 parameter was significantly smaller in sessions in which tDCS was applied, suggesting that tDCS improves associative learning efficiency.

However, we found no difference in the MinRT parameter, indicating that tDCS does not alter the speed with which the monkeys respond after learning. This

suggests that tDCS does not increase animals’ arousal levels (see main text and Figure S2).

Error bars represent SEM.
times were therefore relatively slow so, as described above, it is

unlikely that a tDCS-mediated effect is masked by floor effects

here either. This result is in contrast to previous work showing

a relationship between arousal [39] or attention [38, 40, 41] and

saccade initiation.

Finally, we looked for tDCS-mediated changes in pupil size, a

well-known biomarker for arousal and attentional state [42, 43].

For this analysis, we returned to the passive fixation paradigm

described above because the visual stimulus and eye positions

remained constant throughout the entire experiment. Changes

in pupil area are therefore likely to reflect only changes in

arousal or attention. Pupil area was recorded throughout the

experiment and divided into three epochs: a baseline period

containing the 2 min before each tDCS/sham application, a

‘‘ramp’’ period containing the 6 s surrounding stimulation onset,

and a ‘‘steady-state’’ period containing the second half of the

stimulation block. Data from each epoch were summarized us-

ing the median because it is robust against blinks and other

outliers.

Pupil area trajectories are shown in Figure S2. Compared with

the baseline period, pupil area was significantly increased during

the subsequent ramp periods (DM ± SE: 74 ± 19 arbitrary units,

p < 0.0001, matched-sample Fisher-Pittman test; n = 27). How-

ever, this increase was short lived: pupil size significantly

decreased from the ramp to subsequent steady-state periods

(DM ± SE: �60 ± 20 a.u., p < 0.0001, matched-sample Fisher-

Pittman test). This represents a return to baseline, because pupil

size was not significantly different from baseline during the

steady-state period (DM ± SE: �14 ± 12 a.u., p = 0.42,

matched-sample Fisher-Pittman test; n = 27). Critically, the

baseline to steady-state difference was also not influenced by

the choice of tDCS or sham stimulation (DM ± SE: �12 ± 14
3090 Current Biology 27, 3086–3096, October 23, 2017
a.u. for tDCS, �17 ± 23 for sham, p = 0.22, Fisher-Pittman

test, n = 11 and 16). These data parallel subjective reports

from human subjects, where only the onset of current flow is

perceptible, and further support the idea that tDCS does not

lead to non-specific changes in attention or arousal.

Local Effects of tDCS on Neural Activity during Task
Performance
We examined neural activity during the 400 ms following the

onset of the image within each trial (Figure 1C). This epoch

was chosen to avoid potential artifacts from saccade-related

modulation of the LFP signals [44]; results (data not shown)

were similar during other trial epochs.

To simplify the analysis, we divided the LFP signals into six

standard frequency bands (delta: 2–4 Hz; theta: 4–8 Hz; alpha:

8–12 Hz; beta: 16–24 Hz; low gamma: 24–40 Hz; high gamma:

40–100 Hz). As during passive fixation (Figure 2), in PFC, tDCS

led to large increases in LFP power during performance of the

behavioral task (Figure 4A). We observed significant changes

in LFP power across all frequency bands (p < 0.05, individual

Fisher-Pittman and randomized F tests, corrected). These ef-

fects were not evident in any frequency band in ITC (Figure 4B;

p > 0.05, individual Fisher-Pittman and F tests, corrected), sug-

gesting that the application of tDCS produced a non-specific

amplification of neural oscillations only within the targeted brain

area. Since electrodes had somewhat different impedances,

these results were confirmed with a randomized F-test incorpo-

rating an array-specific factor.

Applying tDCS had similar effects on intra-areal coherence:

we observed a significant increase in local coherence within

PFC in all frequency bands (Figure S4A, p < 0.05; corrected,

individual Fisher-Pittman tests), but stimulation produced no
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Figure 4. tDCS of PFC Affects LFP Spectral

Power

(A) In PFC, tDCS led to a broadband increase in

spectral power (all bands: p < 0.05), compared to

sham stimulation. Due to the range of the data, this

panel is plotted on a log scale for the y axis.

(B) No stimulation-evoked changes were observed

in ITC (data shown here on a linear scale). Statis-

tical tests reported in the text were performed on

all data by including a covariate for arrays. *Pair-

wise differences that are significant at a corrected

0.05 level. Average spectral power values for one

monkey are shown in Figure S3.

Error bars represent SEM.
significant changes in the average coherence between pairs of

ITC electrodes (Figure S4B; p > 0.05, corrected). These data

suggest that tDCS provides a strong common input to the stim-

ulated area.

We also looked for effects of tDCS on single-unit firing rates

(Figure 5A). Overall there was no consistent effect on firing rates

in PFC (p = 0.07) or ITC (p = 0.3; randomized F-tests). There was

also no effect of tDCS on selectivity for the visual scenes in the

foraging task (Figure 5B; p = 0.49 in PFC, p = 0.30 in ITC). Simi-

larly, MUA was not modulated in either area by tDCS (Figure 5A;

PFC: p = 0.43; ITC p = 0.29). There was a tendency for tDCS

to decrease MUA selectivity for visual images in both areas,

but it did not reach statistical significance (PFC: p = 0.55; ITC;

p = 0.33), as shown in Figure 5B.

In summary, the local effects of tDCS consisted of a broad-

band increase in LFP power and coherence in the targeted re-

gion (PFC), with no effect on single-unit or MUA firing rate or

selectivity.

Widespread Effects of tDCS on Neural Activity
Next, we sought to characterize the effects of tDCS on functional

connectivity between brain regions [16]. We computed LFP-LFP

coherence, a standard measure of functional connectivity

[45, 46], between all pairs of electrodes in PFC and ITC. Figure 6

summarizes the difference between inter-areal coherence for the

tDCS and sham conditions: positive values indicate increased

coherence during tDCS. The results show that tDCS sharply

decreased coherence at lower frequencies, with significant de-

creases being observed in alpha and theta bands (individual

Fisher-Pittman tests; p < 0.05 corrected). At the same time,

coherence increased at higher frequencies: significant effects

were observed in low- and high-gamma bands (p < 0.05; cor-

rected). Thus, tDCS directed to PFC altered functional connec-

tivity between PFC and ITC.

Since single-unit firing rates were generally too low (<1–2

spikes per epoch, as shown in Figure 5) for reliable estima-

tion of spike-field coherence (SFC), we used the multiunit

activity, which has been shown to reliably estimate single-

neuron interactions [47]. The results (Figure 7) show a sharp

decrease in SFC between MUA in each area and the LFP

in the other area. Specifically, SFC decreased significantly in

the delta and theta bands (Fisher-Pittman tests; p < 0.05,
corrected), Changes in beta and high gamma were individ-

ually significant but did not survive multiple comparisons

correction. Together, these results suggest that tDCS signifi-

cantly altered inter-areal coherence in various frequency

bands.

Behavioral Correlates of tDCS-Induced Changes
in Neural Activity
The previous sections demonstrated that tDCS improves behav-

ioral performance (Figure 3) and alters both local and long-range

neural activity. To connect these two effects, we examined ses-

sion-to-session fluctuations in the animals’ behavioral and neu-

ral activity. Specifically, we asked whether generalized linear

models (GLMs) using LFP power (Figure 4) and coherence

(Figures 6 and S4) could explain changes in learning speed, as

measured by the N50 behavioral parameter. Bayesian Informa-

tion Criterion (BIC) values were calculated for each model. Since

lower BIC values correspond to better model parsimony (i.e.,

goodness of fit, corrected for model complexity), when BIC in-

creases after a predictor is removed it suggests that that predic-

tor carries information about the response variable. BIC changes

of �10 units are typically thought to be provide strong evidence

for the superiority of a model and/or the importance of a

predictor.

A model using inter-areal coherence was able to predict

performance on the learning task (p < 0.01; DDF = 10). We

found significant main effects of alpha (p = 0.003) low-gamma

(p % 0.01), and high-gamma-band inter-areal coherence (p <

0.0001). To determine which contributions were most impor-

tant, we refit GLMs, dropping individual frequency bands.

The results showed that removing high-gamma had the largest

impact on the model’s quality (DBIC = 29), followed by low-

gamma (DBIC = 26). Other frequency bands were less impor-

tant (all DBIC < 22). The relationship between alpha and N50

was positive, suggesting that increases in alpha coherence

slow learning. However, the relationship between high-gamma

coherence and N50 was negative, indicating that larger high-

frequency coherence was associated with faster learning.

The remaining models, using spectral power from PFC and

ITC, as well as the average coherence within each area, all

failed to predict behavioral performance better than the null

model (p > 0.1, DDF = 10).
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A B Figure 5. tDCS Does Not Affect Single-Unit

or MUA or Selectivity

(A) Single-unit and multi-unit firing rates were not

significantly different following tDCS (yellow) or

sham (blue) stimulation in either area.

(B) The selectivity of single units, as assessed with

a linear discriminant analysis, was also not signif-

icantly altered by tDCS in either area.

Error bars represent SEM.
To avoid potential spurious correlations during tDCS stimula-

tion, we also limited the model inputs to data collected during

sham blocks. Again, a model using inter-areal coherence was

able to predict behavioral performance on the learning task bet-

ter than a model containing only a constant (F versus constant:

5.19; p = 0.00126, R2 = 0.54). Examination of the individual pre-

dictors confirmed the effect of high gamma (p = 0.0003). As

before, its coefficient was negative, indicating that increasing

high gamma coherence speeds learning.

This role for inter-areal high gamma coherence was again

confirmed using a model comparison approach in which we

compared the full model, containing all frequency bands, with

a series of reducedmodels in which each predictor was removed

in turn. We found that removing high gamma coherence had the

largest impact on BIC (DBIC = +16.33), suggesting that this fre-

quency band carries information about N50. BIC values after

dropping the other predictors were essentially unchanged

(DBIC = �2.71 to +0.59), and significance tests indicated that

the corresponding coefficients were not significantly different

from zero (p > 0.05). These results suggest that, in the absence

of tDCS, endogenous high gamma coherence is associated

with improved behavioral performance.

Models using intra-areal coherence within PFC and ITC were

not significantly better than a constant model (PFC p = 0.741,

ITC p = 0.88). A model using ITC spectral power also failed

to predict behavioral performance (p = 0.88). However, LFP po-

wer in PFC was associated with faster learning (F versus con-

stant: 5.72, p = 0.0007). Faster learning was associated with

decreased low gamma power (p = 0.004) and increased beta

(p = 0.02) power. However, dropping these predictors had little

impact on model quality (DBIC = �2.17 and +3.0, respectively).

Together these results show that high-gamma inter-areal

coherence was the best predictor of learning efficiency. As

this measure was also significantly modulated by tDCS (Fig-

ure 6), it emerges as the most likely candidate for a mechanistic

explanation of the influence of tDCS of associative learning in

our task.

DISCUSSION

One of the most mysterious aspects of tDCS is that a weak elec-

tric field, further attenuated by the skull and scalp, still affects
3092 Current Biology 27, 3086–3096, October 23, 2017
neural activity. The literature contains

many hypotheses about the underlying

mechanism, but our results are most

consistent with the idea that tDCS acts

by modulating functional connectivity

[2, 16]. Specifically, we find that applying
tDCS weakens low-frequency coupling between PFC and

ITC, while simultaneously strengthening functional connectivity

at higher frequencies. Thus, for learning and memory tasks

in particular, prefrontal tDCS might improve performance by

improving communication between PFC and other areas [48].

Neural Correlates of tDCS
Intracellular recordings from slice and small animal preparations

indicate that exposure to an external DC electric field depolar-

izes neurons. This effect may manifest itself in two ways in the

brain of an awake, behaving animal (or human). First, it may

directly evoke neural firing. Early studies of tDCS reported

changes in the firing rate of individual neurons [17, 49]. However,

those studies used more current and invasive stimulation ap-

proaches. More recent studies, using tDCS comparable to that

used here, have shown that the electric field reaching the brain

is quite weak, and the resulting depolarization is roughly two or-

ders of magnitude too small to bring neurons from resting to ac-

tion potential threshold [11]. Our results largely confirm this: the

average firing rate of individual neurons is essentially unchanged

by tDCS (Figure 5), suggesting that tDCS does not directly elicit

action potentials.

Alternatively, the common input generated by tDCS may syn-

chronize membrane potentials in the targeted area [11]. While

this could amplify responses to weak inputs, it may also lead

to alterations in spike timing [12] without necessarily affecting

spike rates. When a neuron is already bombarded with synaptic

input, themild depolarization attributable to tDCSmay cause it to

fire sooner than it otherwise might, even if the stimulation does

not provide enough excitation to evoke additional action poten-

tials. In this case, tDCS would influence oscillatory activity at fre-

quencies determined by the dynamics of the cortical network

[50]. Gamma oscillations are common in cortical networks and

can entrain oscillations at distant sites [22]. Thus, the previous

observations of gamma modulation by tDCS [16, 51] might be

an indirect consequence of large-scale polarizations of mem-

brane potential, coupled with gamma-specific dynamics within

neural circuits.

Our data show that tDCS causes strong, consistent changes in

the LFP, a reliable proxy for nearby cells’ membrane potentials

[34]. Locally, the strongest effect of tDCS was an increase in

low-frequency oscillations (Figures 2 and 4). However, these



Figure 7. tDCS Reduces the Locking of Spikes to Low-Frequency

Oscillations

Plot indicates the difference betweenMUA-LFP coherence for tDCS and sham

stimulation for signals between the two brain areas. Positive values indicate

greater coherence during tDCS, while negative values indicate higher values

during sham stimulation. The results show a significant decrease in coherence

between the low-frequency LFPs in each area and the MUAs in the other area.

*Differences that are significantly different from zero at the 0.05 (corrected)

level. Error bars represent SEM.

Figure 6. tDCS Alters Functional Connectivity between Brain Areas

The difference between LFP-LFP coherence for tDCS and sham conditions.

Positive values indicate greater coherence during tDCS, while negative values

indicate higher values during sham stimulation. Low-frequency (delta, theta,

alpha) coherence decreased during stimulation sessions, while high-fre-

quency coherence increased with stimulation. *Pairwise differences that are

significant at a corrected 0.05 level. Changes in the theta and beta bands

trended toward significance (p < 0.1) but did not survive multiple comparison

corrections. For raw coherence values for each area, please see Figure S5.

For coherence within PFC and ITC, please see Figure S4. Error bars

represent SEM.
effects cannot be directly linked to improved behavioral per-

formance. Our results (Figures 6 and 7) show that tDCS actually

decreases inter-areal coherence at low frequencies, while

increasing it at high-frequency bands that are associated with

improved task performance. This may be a consequence of

the fact (Figures 2 and 4) that low-frequency oscillations are

strongly enhanced by tDCS. Since these stimulation-driven ef-

fects are relatively local to the targeted area and are uncorrelated

with the amplitude and timing of endogenous oscillations, they

may effectively decouple the targeted brain area from oscilla-

tions at similar frequencies in distant brain regions.

One appealing hypothesis is that tDCS generates low-fre-

quency oscillations within the targeted brain area. These stimu-

lation-evoked oscillations may decouple the targeted area from

more widespread oscillations at the same frequency, allowing

local computations or more targeted communication (carried in

high-frequency bands) to proceed unhindered. Consistent with

this idea, inter-areal high gamma coherence and PFC delta po-

wer were more correlated during tDCS than sham sessions

(Spearman’s rsham = 0.20 rstim = 0.62, p = 0.02; r-to-z test).

At the same time, our analysis of LFP-MUA coherence be-

tween areas (Figure 7) shows that tDCS primarily has the effect

of disrupting the precision of spike timing relative to low-fre-

quency LFP oscillations, with little effect on locking to high-fre-

quency oscillations. Since these low-frequency oscillations

tend to be widespread and suppressive, this may render cells
more sensitive local circuit activity, which typically involves

higher-frequency oscillations [22]. This conclusion is, however,

limited by the fact that we did not have any way of identifying

specific sites with direct anatomical connectivity between PFC

and ITC, so effects of timing, particularly at higher frequencies,

may have been obscured by averaging across sites.

Finally, astrocytes are also thought to play a role in regulating

neuronal synchrony [52]. Since astrocytes are particularly sus-

ceptible to electrical fields and synchronously release calcium in

response to tDCS [53], theymay provide another indirect pathway

though which tDCS coordinates widespread neural activity.

Behavioral Consequences of Altered Coherence
Given the hypothesized mechanisms of tDCS, one would not

expect its influence to be specific to particular functions. More-

over, since PFC sends anatomical projections to a variety of

different brain regions [25], tDCS targeted at this area would

likely influence performance on many different tasks. Thus, we

do not expect that our observations on inter-areal coherence

are specific to PFC and ITC, except insofar as this behavioral

task requires processing a complex visual stimulus.

In the associative learning task used here, tDCS appears to

accelerate the rate at which animals learn to associate each

stimulus with a particular behavior (Figure 3B). Previous work

has shown that gamma coherence between PFC and visual cor-

tex is modulated by attention [45], so our experiments may

reflect heightened attention to the visual stimulus. However, as

mentioned above, heightened attention would influence perfor-

mance on a simple reaction time task, which is inconsistent
Current Biology 27, 3086–3096, October 23, 2017 3093



with our data. Similar arguments can be made against a role for

prefrontal tDCS in speeding visual recognition, motor execution,

or arousal.
Conclusions
There has been some recent controversy over the efficacy of

tDCS, as human behavioral findings have been questioned on

methodological and statistical grounds [3, 6–8]. Our data,

collected using the best available animal model of the human

brain, show that tDCS affects brain connectivity. To the extent

that tDCS increases ‘‘neural excitability,’’ it does so by modu-

lating the timing of ongoing spiking activity instead of controlling

the generation of action potentials. While this may preclude us-

ing tDCS at low current amplitudes to directly control individual

neurons’ firing rates, it does suggest that tDCS may be a

safe, low-cost, and effective therapy for disorders in which

long-range neural communication is perturbed, as in schizo-

phrenia [2], traumatic brain injury [54], and other diseases, or, us-

ing similar mechanisms to enhance cognitive performance in

healthy individuals.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Weobtained behavioral and neurophysiological data from two adult male rhesusmacaquemonkeys (macacamulatta, 4 and 10 years

old). All procedures were approved by the Animal Care Committee of the Montreal Neurological Institute and performed in accor-

dance with guidelines established by the Canadian Council on Animal Care. Animals were housed under standard conditions with

ad libitum food and a controlled light-dark cycle. Veterinary staff monitored the animals’ health throughout the experiment.

All experiments described in this paper use a within-subject design, described below, so animals were not assigned to a specific

experimental group.

METHOD DETAILS

Animals and surgical preparation
We first acquired high-resolution (0.6-0.8 mm3 voxels) T1 and T2-weighted anatomical MRIs for each animal. The T1 images were

acquired using an MP RAGE pulse sequence (TR = 2300 ms, TE = 3.59 ms), while T2 images used a TR of 2800 ms and TE of

489 ms. We acquired 7-10 volumes per scan, which were denoised, aligned, and averaged offline using FSL and AFNI. These

MRIs were used for surgical planning and to optimize tDCS electrode placement, as described below.

Using standard sterile surgical techniques, animals were then implanted with a customized titanium head post (Hybex Innovations,

Montreal Canada). After an eight-week recovery period, they were familiarizedwith the laboratory environment, head fixation, and the

behavioral task.

We attached MRI-opaque fiducial markers to the head post and acquired a second set of T1-weighted MRIs (as above). A second

surgery was then performed to implant multi-electrode arrays (Blackrock Microsystems, USA) into the PFC and ITC. We targeted the

ventrolateral PFC (areas 9/46v), based on its role in associative learning in humans [57] and monkeys [26]. Within ITC, we targeted

area TEO, based on its role in representing complex visual stimuli [58].

The PFC and ITCwere identified based on theMRI scans and a neuronavigation system (Brainsight Vet; Rogue ResearchMontreal

Canada) that provided intraoperative positioning information, ensuring that arrays were accurately placed in each area. For each

area, the skin and muscle overlying each target were retracted and a 15-20 mm bone flap was removed. Arrays were inserted

with a pneumatic device and the bone flap was replaced and secured with titanium straps. The array connector was attached else-

where on the skull, following the manufacturer’s directions. The neuronavigation system was used to record the 3D positions of the

arrays and other implanted objects (e.g., straps, bone screws, headpost). At the end of the implantation surgery, the skin was approx-

imated to its original position and sutured.
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Transcranial direct current stimulation
The T1 and T2-weighted scans were annotated with the implants’ positions and segmented into five tissue types (namely, gray

matter, white matter, CSF, bone, skin). These data were used to generate a detailed finite element model of each monkey’s head

including all the intracranial and transcranial implants, whichwas then solved for electrode positions thatmaximize the tDCS-induced

electric field strength in PFC while minimizing off-target stimulation and shunting through the implants [23]. When mapped back to a

10-20 human EEG layout, the montage for one monkey corresponds to Fp2 = +2 mA, O2 = �2 mA, and F4 = +2 mA, P7 = �2 mA for

the other. These generated peak field strengths within PFC of 0.68 V/m and 0.42 V/m, respectively. Details of themodeling procedure

and the montages for these monkeys have been published previously [23].

Transcranial direct current stimulation (tDCS) was performed using a commercially available system and a standard stimulation

protocol [16], both of which are frequently usedwith human subjects (StarStim; Neuroelectrics). The 1 cm (radius) Ag/AgCl electrodes

(PISTIM; Neuroelectrics) were coated with a conductive gel and attached to the scalp using a silicon elastomer (Kwik-Sil, World Pre-

cision Instruments). Electrode impedance was always below 10 kU and typically less than 2 kU.

During the passive fixation task, tDCS and sham stimulation were applied in 5 min blocks. The blocks were randomly ordered and

separated by 5 to 10min intervals. We collected at least ten blocks each day. For the foraging task, we pre-applied stimulation (tDCS

or sham) for 5 min before the task began, then continued it until each image was presented 75 (monkey F) or 100 (monkey M) times.

Because the task is self-paced, block lengths varied. The median stimulation time was 35 min (30 min for task execution, plus 5 min

prestimulation), and stimulation was never applied for more than 1 hr. These blocks were separated by a 10-15 min interval and the

tDCS/sham conditions were counterbalanced within and across days. Animals typically completed 1-3 blocks per day.

Since tDCSonset can produce somatosensory sensations, we used sham stimulation, rather than no stimulation, as a control. As in

the active stimulation condition, the current was initially ramped up to 2000 mA over three seconds. The stimulus was applied for 10 s,

then ramped back down to 0 over three seconds; this process was repeated at the end of each block. This mimics the sensation of

tDCS and ensures that any results are not due to changes in arousal or alertness from that sensation [33].

Behavioral task
Animals were seated in front of a monitor that subtended 303 60 degrees of visual angle at a viewing distance of 40 cm. Eye position

and pupil area were monitored at 500 Hz with an infrared eye tracking system (SR Research; Ontario).

Our experimental paradigmwas an adaptation of one previously shown to provide a useful probe of associative learning in humans

[29]. Each trial beganwith the appearance of a black fixation spot on a gray screen. Animals were required to fixate within 2 deg. of the

spot for 750-1000 ms, after which a full-screen image appeared. Images were chosen from a collection of Creative-Commons and

public domain photographs of natural scenes and patterns (flickr.com). Different images were selected for every day of recording.

Within each image on each day, a small (2� radius) patch at a random location was designated as the response zone (RZ). The RZ

was initially not cued, and animals were allowed to freely view the image for 15 (Monkey F) or 20 s (Monkey M). If their gaze remained

within the RZ for at least 100ms, they received a large drop of juice and the trial ended. However, when subjects could not find the RZ

within the allotted time, a high contrast cue appeared within it, and subjects received a much smaller reward for fixating the cue.

To increase the task difficulty, the RZ’s position was jittered according to a bivariate normal distribution (s = 1� or 4�). Each block

contained 2-3 image/RZ pairs, presented 75-100 times each. The image order was randomized. We also interleaved control trials, in

which the animal received a small reward for making a saccade to the same cue, presented against a neutral gray background. These

trials ensured that the eye tracker remained calibrated and reduced carry-over effects between trials.

QUANTIFICATION AND STATISTICAL ANALYSIS

Data processing and analysis were performed in MATLAB (The MathWorks, Natick, MA).

Except where specifically noted, statistical significance was assessed using randomization tests. Fisher-Pittman tests, which are

analogous to t tests, were used to compare two sample data or matched pairs of data. When possible covariates were identified, a

randomized F-test, akin to an ANOVA, was used instead. These tests make no assumptions about the distribution of the data, but

require that data points be exchangeable under the null hypothesis. This requirement is easily met due to the design of our exper-

iments. Results were identical when data were analyzed with classical t tests and ANOVAs instead. Where necessary, the p values

reported here were adjusted for multiplicity using the Holm-Bonferroni method to maintain a familywise error rate of less than 5

percent.’’

Analysis of behavioral data
We extracted the monkeys’ RTs for all presentations of each image/RZ pair and smoothed them with a median filter (span = 3) to

eliminate brief fluctuations in the monkeys’ motivation and arousal. The data were well described by a sigmoidal function, so we

fit the RT values to a model of the form:

RTðpÞ= �Gain3
1

1+ e�slope�ðp�N50Þ + ðGain+MinRTÞ

whereRT(p) is monkey’s RT (in seconds) on the p-th presentation of an image/RZ pair. Themodels’ parameters provide specific tests

of several proposed tDCS effects. The MinRT parameter shifts the curve up and down. It corresponds to the subjects’ asymptotic
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performance: the total time needed to perform the task (i.e., to recognize the image, to retrieve the RZ location, and to execute an eye

movement), once learning is complete. In contrast, the N50 parameter shifts the curve left and rightward, and represents the location

on the abscissa where the animals’ RT reaches half its asymptotic value. This therefore indicates the efficiencywith which the animals

learned. We disregard the Gain and Slope parameters. Gain is strongly influenced by the monkeys’ luck on the first few trials. A

detailed analysis of learning curves indicates that they often fail to reflect learning or memory acquisition, which often happens

abruptly [59, 60]. Consistent with this, we found that a wide range of Slope values were consistent with qualitatively similar learning

curves. Gallistel et al. [60] suggest ignoring the Slope parameter and instead focusing on time-to-criteria methods (like our N50

parameter), a recommendation we have followed in the rest of the paper.

We excluded sessions inwhich the logistic fits were inconsistent with on-task behavior (Gain< 3 s orMinRT > 3 s) or were physically

implausible (offset < 0.5 or N50 < 0, and N50 > 100). These exclusions left us with n = 75 sessions (38 tDCS, 37 sham). The excluded

sessions were not preferentially associated with active tDCS or sham stimulation (p > 0.2, Fisher’s exact test).

Analysis of neural data
We recordedwideband signals from both arrays simultaneously using a Neural Interface Processor (Ripple, Salt Lake City, Utah). The

signal was sampled at 30,000 Hz and band-pass filtered between 0.3 and 7500 Hz during acquisition. The data were subsequently

processed offline to extract single-unit spiking activity and the local field potentials (LFPs). All analyses were performed with custom

software written in MATLAB (The MathWorks, Natick, USA).

Single and multiunit activity were extracted by high-pass filtering the wideband signal (3rd order Butterworth, Fc = 500 Hz). The

resulting signal was thresholded at �3 standard deviations (robustly estimated as 4.2 median absolute deviations). Single units’

action potentials were sorted from segments around the threshold crossings using a wavelet-based clustering approach [56]

and then manually reviewed for quality. The unsorted threshold crossings were also treated as multiunit activity, after imposing a

2-ms refractory period between adjacent threshold crossings.

We estimated the LFPs by low-pass filtering and down-sampling thewideband signal to 500Hz, after using a Bayesianmethod [61]

to remove powerline artifacts and contamination from nearby spikes. tDCS consists solely of DC current, and is therefore removed by

the acquisition system’s bandpass filter. Manual inspection confirmed that no stimulation artifacts were present in our data; ramp up

and ramp down epochs do generate brief transients, but happened outside the behavioral task.

We performed our analyses on the 400 ms period following the onset of the visual scene in each trial. This was chosen to avoid

confounds related to the strong influence of eye movements on LFPs [44]. To ensure that our results were not specific to this choice

of analysis epoch, we repeated our analyses with data from the 400 ms period following the last saccade in each trial; results (not

shown) were nearly identical.

From the data recorded on each trial, we extracted single-neuron activity and MUAs, LFP power, LFP-LFP coherence, MUA-LFP

coherence. LFP power in frequencies ranging from 2-100 Hz was first calculated for each trial epoch on every electrode in PFC and

ITC, and then averaged across electrodes and trial epochs to compute session averages for each area-epoch combination. We

calculated LFP-LFP and LFP-MUA coherence using multi-taper methods [55], using three or four tapers (chosen on the basis of a

preliminary analysis). Coherence was computed between all 18,336 pairs of electrodes. The coherence spectra were computed

as a trial-averaged, within session values, numerically integrated to find the average power within each frequency band, and then

averaged across electrodes and sessions.

Since little is known about the stimulus features encoded by PFC and ITC neurons, we used a linear discriminant analysis (LDA) to

assess changes in neuronal selectivity (Figure 5B). LDA classifiers were trained separately for each experimental session and brain

area. Each classifier used the per-trial activity from well-isolated single units (nITC = 18.8 ± 1, nPFC = 11.0 ± 0.6 per session) or MUA

recorded on all electrodes within an area during the analysis windows as inputs, and attempted to predict the identity of the image

shown during that trial. Individual classifiers’ performance was evaluated by averaging the test set results from 500 repeats of 10-fold

cross-validation. As a control, classifiers were also trained on data in which the scene labels were shuffled across observations; these

runs produced the expected 50% classification rate.

Generalized linear models were used to determine whether LFP power and coherence were associated with changes in the ani-

mals’ behavior. Predictor variables were centered and scaled on a per-animal basis before model fitting. The GLM used a normal

(Gaussian) probability distribution, with a logarithmic link function, matching the strictly positive domain of the response variable

(N50). A reanalysis of the data using an identity link and/or gamma distribution yielded very similar results and residuals (not shown).

To assess their predictive power, models were compared, via a F test, to a constant model containing only an intercept. We as-

sessed the significance of variables in two ways. Confidence intervals around individual coefficients were tested to see if they

included or excluded zero. This was verified using a model selection approach [50], where the Bayesian Information Criterion was

calculated for the full model as well as a series of reduced models where each parameter was removed in turn. Predictors leading

to large increases in BIC (>10) are considered as providing important information about the response variable.
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Figure S1. Electric field maps.	A	finite	element	model	of	each	monkey’s	head	was	generated	
from	 structural	 MRIs	 and	 intraoperative	 records.	 It	 was	 then	 solved	 for	 electrode	 positions	 that	
maximize	 current	 flow	 through	 a	 specified	 brain	 area.	 In	 this	 example,	 we	 sought	 to	 maximize	
current	flow	through	monkey	M’s	PFC	(grey	square),	 for	the	experiment	in	Figure	1	and	Figure	2A.	
Colors	 indicate	 the	 strength	 of	 the	 induced	 field,	 arrows	 indicate	 the	 current’s	 direction.	 For	
additional	details,	see	[S1],	as	well	as	the	Results	and	Methods	section.	
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Figure S2. Stimulation causes only transient changes in pupil area. Pupil	 area	
trajectories	 are	 shown	 for	 epochs	 before	 the	 onset	 of	 stimulation	 (“baseline”),	 while	 stimulation	
current	is	ramped	up	(“ramp”)	and	once	current	reaches	its	steady	state	of	2	mA,	in	tDCS	blocks,	or	0	
mA	in	sham	blocks	(“steady	state”).	Visual	stimulation	is	held	constant	across	all	three	epochs.	Pupil	
area	is	significantly	increased	during	the	ramp	phase,	relative	to	the	baseline,	but	returns	to	baseline	
once	 the	 current	 reaches	 steady	 state.	 Asterisks	 indicate	 p<0.001	 (see	 main	 text	 for	 details	 and	
numbers).	 Color	 indicates	 stimulation/sham	 condition	 (no	 significant	 difference	 between	 baseline	
and	steady	state	was	observed).	Error	bars	indicate	the	standard	error	of	the	grand	mean.	
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Figure S3. tDCS increases LFP spectral power in PFC during behavior.	Main	Figure	4	
shows	the	change	in	LFP	power	with	stimulation.	Here,	we	plot	the	average	values	for	both	tDCS	and	
sham	 conditions	 within	 one	 monkey.	 *	 indicates	 pairwise	 differences	 that	 are	 significant	 at	 a	
corrected	 0.05	 level	 (via	 randomized	 F	 tests).	 See	 main	 text	 and	 Main	 Figure	 4	 for	 details;	 color	
indicates	stimulation	condition,	while	error	bars	indicate	the	standard	error	of	the	grand	mean.		
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Figure S4. tDCS alters functional connectivity within the stimulated areas. The	
difference	 between	 LFP-LFP	 coherence	 for	 tDCS	 and	 sham	 conditions	within	 each	 array	 (see	 also	
Main	Figure	6,	which	compares	data	across	areas).	Positive	values	indicate	greater	coherence	during	
tDCS;	negative	values	 indicate	greater	coherence	during	sham	sessions,	and	error	bars	 indicate	the	
standard	 error	 of	 the	 difference	 of	 the	 grand	 means	 for	 each	 condition.	 When	 tDCS	 was	 applied,	
coherence	 significantly	 increased	 in	 all	 frequency	 bands	 in	 PFC	 (*	 denotes	 p	 <	 0.05,	 corrected).	
However,	no	significant	changes	were	observed	in	ITC	in	any	frequency	bands.	See	Main	Figure	6	for	
coherence	between	areas.		
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Figure S5. tDCS alters functional connectivity between brain areas.  Main	 Figure	 6	
shows	 the	 change	 in	 LFP-LFP	 coherence	 between	 PFC	 and	 ITC	with	 stimulation.	Here	we	 plot	 the	
average	 vales	 for	 each	 condition.*	 indicates	pairwise	differences	 that	 are	 significant	 at	 a	 corrected	
0.05	level,	while	error	bars	denote	the	standard	error	of	the	grand	mean.	See	main	text	and	Figure	6	
for	details	
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