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A B S T R A C T

Magnetoencephalography (MEG) is used in clinical and fundamental studies of brain functions, primarily for
the excellent temporal resolution it provides. The spatial resolution is often assumed to be poor, because of the
ill-posed nature of MEG source modeling. However, the question of spatial resolution in MEG has seldom been
studied in quantitative detail. Here we use the well-known retinotopic organization of the primary visual cortex
(V1) as a benchmark for estimating the spatial resolution of MEG source imaging. Using a standard visual
stimulation paradigm in human subjects, we find that individual MEG sources exhibit well-delineated visual
receptive fields that collectively follow the known mapping of the retinal surface onto the cortex. Based on the
size of these receptive fields and the variability of the signal, we are able to resolve MEG signals separated by
approximately 7 mm in smooth regions of cortex and less than 1 mm for signals near curved gyri. The maximum
resolution is thus comparable to that of the spacing of hypercolumns in human visual cortex. Overall, our results
suggest that the spatial resolution of MEG can approach or in some cases exceed that of fMRI.

Introduction

Among the various methods for non-invasive imaging, magnetoen-
cephalography (MEG) source imaging is known to provide outstanding
temporal resolution, while it is typically assumed to have modest
spatial resolution (Darvas et al., 2004; Hämäläinen et al., 1993).
Consequently MEG imaging is most often used in experiments aimed
at measuring temporal fluctuations in neural signals for which the
assignment of a precise anatomical source is not critical. Although
recent reports have raised the possibility of extracting rich spatial
signals from MEG (Cichy et al., 2015), a quantitative estimate of the
resolution that can be attained with this imaging modality is lacking.

Here we have examined the capacity of MEG to resolve the well-
known retinotopic organization of the primary visual cortex (V1). This
representation provides a useful benchmark, because it has been
thoroughly and quantitatively characterized using a variety of methods,
including electrophysiology (Das and Gilbert, 1995; Hubel and Wiesel,
1977), PET (Fox et al., 1987), optical imaging (White and Culver,
2010) and fMRI (Engel et al., 1997). These approaches have demon-
strated a smooth change in the locus of cortical activation for
corresponding changes in the position of the retinal stimulus
(Dumoulin and Wandell, 2008; Engel et al., 1997; Sereno et al.,
1995). Thus to the extent that an imaging modality has high spatial
resolution, it should be able to differentiate responses to visual stimuli
in different locations. The smallest shift in the locus of cortical

activation that can be detected serves as a measure of resolution.
Here we have obtained retinotopic maps from human subjects

using MEG in combination with a standard visual stimulation para-
digm. We show that surprisingly high spatial resolution maps can be
obtained with appropriate choices of visual stimulation and source
modeling. In particular, we are able to reliably detect distinct MEG
responses emanating from sources separated by 7.0 mm along smooth
cortical surfaces and less than 1 mm along the arched gyri.

Materials and methods

Participants

Data were recorded from two healthy, right-handed male subjects
(one author, one naïve), both of whom had normal or corrected to
normal vision. Both subjects gave written consent prior to participation
in three sessions, involving structural MRI, functional MRI, and MEG
recordings. All experimental protocols were approved by the Research
Ethics Board of the Montreal Neurological Institute.

Structural MRI

For the MRI scans, each subject was positioned on his back with a
32 channel surface coil centered over the occipital pole. Three-
dimensional T1-weighted anatomical MR image volumes covering the
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entire brain were acquired on a Siemens TIM Trio scanner, prior to the
functional scans (3D-MPRAGE, TR/TE= 2300/2.98 ms, TI=900 ms,
176 sagittally oriented slices, slice thickness=1 mm, 256×240 acquisi-
tion matrix).

fMRI data from Subject 1 (S1) and Subject 2 (S2) were originally
collected for independent studies. A multi-slice T2*-weighted
Gradient-echo echo-planar imaging (GE-EPI) sequence with slightly
different parameters was used for S1 (TR/TE = 1940/30 ms, flip angle
=76°, slice number=32 with no gap, slice thickness = 2 mm; 128×128
acquisition matrix, a 256×256 mm rectangular field of view (FOV) and
GRAPPA (acceleration factor along Phase Encoding direction (PE) =3,
reference lines=33) and S2 (TR/TE = 2000/30 ms, flip angle=76°, slice
number=37 with no gap, slice thickness = 3 mm; 64×64 acquisition
matrix, 192×192 mm rectangular FOV and GRAPPA. The slices were
pseudo-coronally oriented perpendicular to the calcarine sulcus and
covered the entire occipital lobe.

fMRI retinotopic experiment

The visual stimuli were generated with the Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997) and were back-projected on a screen
outside of the bore at a viewing distance of 140 cm.

For S1, the stimulus consisted of a checkerboard pattern (100%
contrast) visible through apertures of various orientations, as pre-
viously used for neuronal population receptive field (pRF) mapping
(Clavagnier et al., 2015; Dumoulin and Wandell, 2008). The stimuli
were viewed monocularly, with the dominant or the non-dominant eye
being covered by a black patch alternatively on each run.

For S2, the stimuli consisted of 8 wedges (each subtending 45°) and
8 rings (each with a width of 1.38°) of a high-contrast moving
dartboard pattern (Dumoulin and Wandell, 2008; Engel et al., 1997;
Sereno et al., 1995). The 8 wedges and the 8 rings were successively
presented for 2 s. The wedges were presented in a clockwise predictable
order, and the rings of different eccentricities were sequentially
presented in the expanding direction. The presentation followed a
periodic pattern and completed a full cycle in 16 s with a total of 8
cycles per scanning run. The maximum stimulus radius was 11°, and all
stimuli were viewed under binocular conditions.

In both cases, eye position was controlled by means of a fixation
task (colored dot at the center of the visual field). The volunteer had to
report, via a button press, the occurrence of a color change of the
fixation target (from red to green or green to red). Each fMRI time
series consisted of 106 (S1) or 60 (S2) measurements. Eight (S1) or
four (S2) fMRI scans per eye were collected.

MEG data collection

Data were recorded using a 275-channel (axial gradiometers)
whole-head MEG system (CTF MEG International Services Ltd.).
Each subject's head was digitized (typically 200 points) with a 6
degree-of-freedom digitizer (Patriot - Polhemus) prior to MEG data
collection. This was used to mark the scalp, eyebrows and nose, and to
optimize co-registration with the anatomical MRI. Three head posi-
tioning coils were attached to fiducial anatomical locations (nasion,
left/right pre-auricular points) to track head movement inside the
MEG. Eye movements and blinks were recorded using 2 bipolar
electro-oculographic (EOG) channels. EOG leads were placed above
and below one eye (vertical channel) and the second channel was
placed laterally to the two eyes (horizontal channel). Heart activity was
recorded with one channel (ECG), with electrical reference at the
opposite clavicle, for subsequent MEG artifact detection and removal.
All data were sampled at 2400 Hz.

Visual stimuli were presented onto a screen placed in front of the
subjects at a viewing distance of 45 cm, which permitted visual
stimulation up to 25×20° of eccentricity. The display system consisted
of a projector (Sanyo PLC-XP57L) located outside the magnetically

shielded room and two reflecting mirrors that directed images to the
screen. The refresh rate of the projector was 60 Hz with a resolution of
1280×1024 pixels.

Subjects were seated in a dimly illuminated room (0.13 cd/m2) and
asked to fixate a red dot of 0.1° radius; the fixation point remained
visible throughout the experiment. While the subject fixated, we
presented stimuli comprised of multiple square probes positioned
randomly within the central 20° of the visual field (Fig. 1). Probe
stimuli on each frame were comprised of 5–15 squares (34.59 cd/m2)
displayed at maximum contrast against the background (0.94 cd/m2).
The width of each square was set to 30% of its distance from the
fixation point, with the exception of those located at eccentricities less
than 1°, which were forced to have a size of 0.3°. This scaling was
chosen to approximate the size of receptive fields for neurons in V1 and
V2 (Gattass et al., 1987; R Gattass, 1981). When a square overlapped
with the fixation point, the latter was always presented over it, so the
effective stimulation of that square was less than its area. Regions in
which two squares overlapped were shown at the same luminance as
individual squares. Each frame was presented for 100 ms with no time
gap between frames. Since the screen's refresh rate was 60 Hz, each
frame was presented for 6 monitor cycles.

Each subject participated in a single MEG session, comprised of 6
runs that lasted 10 min each. The sequence of stimulus frames was
random within and across runs. Subjects were given a short break
between runs.

To measure the actual timing of each stimulus presentation with
respect to MEG data collection, we presented a small square at the
bottom right corner of each frame. The luminance of the square
changed on successive frames, and a photodiode was used to identify
the exact time of occurrence of each stimulus frame, relative to the
MEG signal.

Regions of interest

The primary visual cortex (V1) has the finest visual resolution
among the visual areas in the occipital cortex, since its receptive fields
are the smallest for each eccentricity (Burkhalter and Essen, 1986;
Felleman and Essen, 1987; Gattass et al., 1987; R Gattass, 1981; Smith
et al., 2001; Zeki, 1978). This makes V1 an ideal candidate for
evaluating the resolution of MEG, since only a small part of the V1
cortex is expected to be activated with every localized stimulus on the
visual field.

From the fMRI experiment, the cortical area of V1 was estimated
and imported into the MEG data processing environment as a surface-
based anatomical region of interest. Constraints on the visual stimula-
tion available inside the MRI magnet led to limited coverage of the V1
maps for both hemispheres in both subjects. Given previous work

Fig. 1. Stimulus presented to the subjects to elicit visual responses. Squares with sizes
scaled according to retinal eccentricity were presented in random positions that changed
on each frame presented. Each frame was presented for 100 ms, and each run lasted
10 min.
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showing that higher eccentricities are represented more anteriorly
along the calcarine sulcus (Dougherty et al., 2003; Dumoulin and
Wandell, 2008; Engel et al., 1997; Sereno et al., 1995), we manually
extrapolated our V1-fMRI maps anteriorly by including additional
sources until the parieto-occipital fissure. The V1 maps, along with the
extrapolated area, were selected as a region of interest for MEG source
analysis.

MEG data analysis

MEG forward modeling was completed with the overlapping
spheres approach (Huang et al., 1999). This method fits a sphere to
the scalp surface under each sensor. A sphere can be used as a
simplified model, since the magnetic fields are virtually undistorted
by the skull (Barth et al., 1986; Okada et al., 1999).

Noise covariance across MEG sensors was estimated from a 2-min
empty-room recording prior to the experiments. Weighted Minimum
Norm Estimates (wMNE) (Lin et al., 2006) of cortically constrained,
distributed sources were obtained using Brainstorm's default para-
meters (Depth weighting: 0.5, Regularize noise covariance: 0.1,
Whitening: PCA / SNR: 3). Source orientations were constrained to
be perpendicular to the cortical surface.

A high-resolution cortical tessellation (150,000 sources) was used
from each subject's individual anatomy for creating the source model
(Dale and Sereno, 1993). This approach caused sources to have, in
most cases, less than a millimeter distance from their closest neighbors,
providing the possibility of detecting variations in the MEG signal on
small spatial scales.

The inverse modeling transforms the signals from 275 sensor-
signals, to 150,000 sources-signals. This leads to a vast amount of data.
In order to decrease the volume of data, the signals were down-
sampled to 600 Hz, and only the time-series from the sources located
inside the V1 regions of interest (as described above) were considered
for further analysis (4890 sources for S1 and 5311 sources for S2). The
signal of each source was epoched into 1-min bins, and the baseline
(time average) of each epoch was subtracted. In order to reduce the
contribution of heartbeat artifacts, signal space projection (Tesche
et al., 1995; Uusitalo and Ilmoniemi, 1997) was applied to the MEG
signals prior to source modeling.

Estimation of visual receptive fields

The epoched time-series from the sources located in the region of
interest were band-pass filtered (4th order Butterworth filter) in the 1–
12 Hz range (Fig. 2). This range was chosen from analysis of pilot data
from our lab showing strong, evoked visual responses in this frequency
range from sources located in V1 (Appendix 1). Within this range,
evoked visual responses were almost always biphasic (Appendix 2,
(Aine and Stephen, 2003; Kaoru Seki, 1996; Nakamura et al., 2000;
Stephen et al., 2002), with the leading phase varying across sources.

In order to identify the responses associated with individual
stimulus frames, we set a threshold of three standard deviations below
the mean response of each epoch (Fig. 2, green line). The negative
polarity of the response was chosen arbitrarily; using the positive phase
of the response yielded results that were nearly identical to those
reported here. On average ~3% of the total frames presented during the
experiment led to threshold crossings in the filtered single-trial MEG
responses for both subjects.

For each significant response that crossed the threshold on a given
source, we took the average value of each pixel on the screen during the
preceding two frames (200 ms). This procedure is equivalent to the
reverse correlation analysis commonly used to study receptive fields in
individual neurons (de Boer and Kuyper, 1968; DeAngelis et al., 1995;
Livingstone et al., 2001; Marmarelis and Marmarelis, 1978; Mineault
et al., 2013; Pack et al., 2006). The resulting spatial maps were then
summed across all significant responses for the same source, to yield
that source's receptive field map. This map was then normalized by the
frequency with which each pixel was activated during the experiment.
Because the most peripheral pixels were activated very infrequently,
this normalization introduced discontinuities near the edges of the
display screen. We therefore cropped each response-triggered average
at ~16 degrees of eccentricity. The analysis was performed for every
source individually. In order to avoid artifactual responses, we rejected
epochs in which blinks were detected in the EOG.

Statistical significance of receptive fields

An anisotropic 2D Gaussian function was fit to each source's
responses, to estimate the center of the receptive field and its spread
along the two visual field axes:
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Here A is the amplitude, x0,y0 represent the center, and σx,σy the
standard spread of the Gaussian kernel. The angle θ denotes the
clockwise rotation applied to the elliptical function to fit the data.

In order to verify that receptive fields were not due to random
signal fluctuations, we compared the amplitude (A) of the Gaussian fit
to a threshold that was defined through a permutation test (Pack et al.,
2006). We used the same number of frames that were averaged to
create the receptive field, but shuffled the order of the stimuli. The
resulting receptive field was fit again to a 2D Gaussian function, and the
amplitude of this Gaussian was compared to the one that was
computed from the experimental data. This procedure was repeated
1000 times. Significant receptive fields were considered as those that
had higher amplitude than 95% of those calculated through the
permutation.

The distance between the fixation point and the center of the
Gaussian fit provided the eccentricity of each source's receptive field.
For the sources that demonstrated significant receptive fields, the value
of their eccentricity was assigned to each source's cortical location. For
display purposes, the eccentricities were grouped into 3 different
ranges: 0–2, 2–5, 5–11 and were color-coded for projection onto the
cortical surface.

Comparison of MEG with fMRI results

For comparing the receptive fields that were obtained from the two
modalities, for each hemisphere of the two subjects, we selected a line
along the upper lip of the calcarine sulcus, thus sampling a wide range
of eccentricities (Engel et al., 1997). For the MEG data points, only the
sources that belonged on this line and demonstrated significant
receptive fields were taken into account for the comparison. In order
to generate a representation of the change of the visual field repre-
sentation on the cortical surface, a source of 5.8° of eccentricity was

Fig. 2. Example of a 5 s segment of signal from an occipital source, filtered between 1
and 12 Hz. The line in green indicates the threshold of 3 standard deviations below the
mean of the filtered signal that was used for detection of selective visual responses. The
red triangles indicate the time points at which the stimulus was updated.
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selected as the reference. This eccentricity was selected as a reference
because all lines from the 4 hemispheres demonstrated a source at 5.8°
with significant receptive fields. The eccentricity of each source on
those lines was plotted relative to the geodesic distance between the
references and every other source. The geodesic distance was computed
with the fast-marching algorithm (Sethian, 1996). The fast marching
algorithm is very similar to the Dijkstra algorithm (Dijkstra, 1959) that
is used in graph theory to find the shortest paths on graphs.

The fMRI points were computed on 2-dimensional, flattened
representations of the cortical manifold centered on the foveal con-
fluence and subtending 100 mm of diameter. Linear ROIs were
manually drawn within V1 to match as closely as possible those already
determined on the MEG-based data, one per each hemisphere. The
linear ROI was made of equidistant (on the flat maps) cortical bins that
were assigned the average of the eccentricity values of the voxels they
contained. The numbers of bins depended on the length of the line.
Linear cortical magnification factor was estimated after calculating the
geodesic cumulative distance between the bins (with the origin
arbitrary set at 5.8°) and plotting them against their main eccentricity.

Spatial resolution

For the calculation of spatial resolution, we used data comprised of
the threshold crossing of each individual source that demonstrated a
significant receptive field. The total number of frames in the experi-
ment was 36,000, and a binary vector (1×36,000) was created for each
source indicating on which frame the source response passed the
threshold. Consequently, for any two sources with significant receptive
fields, we formed a 2×36,000 matrix. For two sources with identical
visual responses, the two rows of this matrix would be identical, which
would in turn imply that we were unable to resolve signals at the
corresponding inter-source distance.

To quantify resolution, we therefore performed a singular value
decomposition (SVD) on that binary matrix and obtained 2 singular
values (s1 and s2) that expressed the separability between the two
vectors. When the two vectors are identical, only the first singular value
is representative of the matrix, and the second value is zero. This would
correspond to an inability to resolve differences between the two
sources. On the other extreme, when the two vectors have their values
completely non-overlapping, the two singular values are equal. The

separability index (SI), given by SI = s

s s+
1
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the degree of overlap between the two binary vectors and representa-
tive of the correlation among sources. The SI thus ranges from 0.5,
when responses are completely independent, to 1.0, when responses
are identical. The advantage of using the singular values ratio,
compared to the dot product between the two vectors, is that the
former is affected by instances when only one of the two sources
crosses the threshold, which was often the case in our data.

In order to establish the SI values that would be expected based on
pure noise, we described the probability of having concurrent threshold
crossings for every pair of sources. This probability is based on the
number of frames to which each source showed selectivity and the total
number of frames presented. We estimated the cumulative probability
of concurrent threshold crossings and included in the plot only the data
points that were above the 95% distribution, which was set as the noise
level.

The probability of having α concurrent threshold crossings based on
chance is defined by a hypergeometric distribution:
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where v1 and v2 are the number of frames on which the first and the
second source surpassed the frame selectivity threshold respectively,

TF is the total number of frames (36,000), and α is the number of
concurrent threshold crossings ( v vα∈[0, min ( , )]).1 2 From this distribu-
tion we calculated the cumulative distribution for setting the noise
threshold at 95%.

For each combination of sources with significant receptive fields in
the same hemisphere, we plotted the SI relative to their geodesic
distance and their relative orientation, creating a 3 dimensional plot.
The data points were binned into 1 mm by 2° bins, extending from 0–
80 mm and 0–180°, for the observed geodesic distance and orientation
values respectively. Since not all bins had the same number of data
points, we fit the data-points to a 2-dimensional exponential function,
weighted by an inverse multivariate kernel density estimator (Hwang
et al., 1994):

f d θ α ae( , ) = + bD cΘ
0

( + ) (3)

Here D is the geodesic distance between sources, and Θ the relative
orientation between the sources. α0 is a constant that captures the
baseline (0.5) and common noise among sources, α is the amplitude
and b and c are constants that capture the decay of the exponential
function for the distance and orientation axes.

The threshold for defining the resolution is based on the decay
constant of the exponential function that was used to fit the data points.
Since the exponential is 2-dimensional, the threshold is a line that
relates geodesic distance and relative orientation between sources. The
decay constant shows the space-angle combinations that are needed for
the correlation to drop to 1/e (36.8%) of its maximum value. The line
that defines this threshold can be interpreted as the point where the
responses of the two sources are 63.2% separable. The threshold is
given by the equation:

bD cΘ−1 = + (4)

The placement of the sources on the cortical surface, and therefore
the geodesic distance and the relative orientation between them, is
affected by the curvature of the surface. For examining the possible
placements for given curvatures, we assumed for simplicity that the
local cortical surface could be approximated by an osculating sphere
with radius: R = 1/curvature (DoCarmo, 1976). The combinations of
the orientation and perimetric distance of sources that can be placed on
a sphere form a line that follows:

d πθ
Curv

= 2
360* (5)

where d is the distance between the two dipoles along the curve of the
osculating sphere, θ is the relative angle between the dipole sources,
and Curv is the curvature of the sphere (1/Radius of the sphere). By
solving the linear system of Eqs. (4) and (5), we can derive the
maximum resolution that MEG can achieve for surfaces with given
curvatures.

Software

MEG data analysis was performed with Brainstorm(Tadel et al.,
2011). Cortical reconstruction and volumetric segmentation were
performed with the Freesurfer image analysis suite (http://surfer.
nmr.mgh.harvard.edu/) (Dale et al., 1999; Fischl et al., 1999, 2001).

Results

We studied the spatial properties of MEG signals emanating from
the visual cortex in two human subjects. We elicited visual responses by
presenting images comprised of a small number of squares flashed
simultaneously on a computer monitor. In this section we analyze the
relationship between the positions of individual stimulus squares and
MEG source responses, as well as the distribution of these receptive
fields across the cortical surface; we use these data to derive an
estimate of the overall resolution of MEG source imaging.
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Visual receptive fields estimated from individual occipital sources

Based on the stimulation procedure illustrated in Fig. 1, we were
able to recover discrete visual receptive fields for individual MEG
sources. These receptive fields were obtained by reverse correlating (de

Boer and Kuyper, 1968; Ringach and Shapley, 2004) the source
responses and the stimuli (see Methods). The results described below
were based on receptive field estimates obtained with 60 min of data
collection, although comparable results can be obtained with far less
data (Appendix 3).

Fig. 3 illustrates the receptive field that was calculated for a single
source located in the right hemisphere in area V1 of subject 1. The
origin of this plot corresponds to the position of the fixation point. For
this source there was a well-localized receptive field located at a retinal
eccentricity of 4.3°; as expected from a source located in the right
hemisphere, its receptive field was in the left visual field. The radius of
the receptive field for this source was 1.4°, which is about 10 times
bigger than what previous studies have demonstrated for individual V1
neurons (Gattass et al., 1987; R Gattass, 1981; Van Essen et al., 1984)
and about 2 times bigger than V1 population receptive fields obtained
with fMRI (Dumoulin and Wandell, 2008). This suggests that the
spatial resolution of MEG, while somewhat coarse, can be comparable
to that of other imaging modalities. However, as shown below, MEG
spatial resolution varies substantially with source orientation.

Retinotopic maps estimated with MEG

The visual cortex is organized into visual maps, so that nearby
neurons encode nearby regions of visual space (Dumoulin and
Wandell, 2008; Engel et al., 1997; Holmes, 1945; Horton and Hoyt ,
1991; Sereno et al., 1995). That is, for a given change in cortical
location, one finds a predictable change in the retinal position encoded

Fig. 3. Example of a receptive field calculated from a single cortical source. This source
belonged to the right hemisphere and was located above the calcarine sulcus in the
primary visual cortex. The white star on the color bar defines the limit, above which the
receptive field was deemed significant.

Fig. 4. Example receptive fields taken from different positions in the V1 retinotopic map (left and right panels). The foveal example receptive fields are expanded for better visualization.
Full retinotopic maps are shown for MEG (top) and fMRI (bottom) for subject 1. Only sources that formed a cluster of 3 or more sources and all of them demonstrated receptive fields are
projected.
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by that location. In order to estimate this relationship in our MEG data,
we calculated the physical location and the retinal eccentricity asso-
ciated with each MEG source.

The physical location of each source was estimated from structural
MRI images for each subject, from which we created cortical surface
reconstructions (Dale and Sereno, 1993). The calculation of the
receptive fields was performed only on the sources that were located
inside the regions of interest. Within these regions we computed 4,890
receptive fields for subject 1 and 5,311 for subject 2. For every
computed receptive field, a 2-D Gaussian function was fit to the data
and significance testing was conducted (see Methods).

For both hemispheres in both subjects, there was a fairly smooth
gradation of the eccentricities of the significant receptive fields along
the upper lip of the calcarine sulcus in area V1. The sources that had
foveal responses were clustered at the most posterior part of the cortex,
and those with higher eccentricity were located more anteriorly, as
expected from known retinotopic organization (Wandell et al., 2007).

Figs. 4 and 5 depict the individual MEG retinotopic maps based on
eccentricity. The eccentricity values were binned into 3 categories, and
an example receptive field from one source from each eccentricity
category is displayed next to the maps for each hemisphere for both
subjects. The figures also show the occipital eccentricity maps that were
calculated from the subjects’ fMRI data. Separate maps that show the
polar angle are depicted in Appendix 4 and 5.

The individual receptive fields for the example sources indicate
localized spatial selectivity in the positions and sizes of the receptive
fields. The foveal sources exhibited clear receptive fields at eccentri-
cities as small as 0.34°; this was the smallest eccentricity for which
receptive fields could be reliably estimated, given the 0.15° extent of

the fixation point. The maps also indicate a precise mapping of visual
inputs to the contralateral hemisphere, with very little spread of
receptive fields across the vertical meridian (Jeffreys and Axford,
1972). As expected, the receptive fields were larger for more peripheral
sources.

Estimate of cortical magnification factor with MEG

In order to draw a more quantitative comparison between the maps
obtained with MEG and those obtained with other methods, we
computed the cortical magnification factor for V1 in each individual
hemisphere, using the full 60 min of data for each experiment. Cortical
magnification corresponds to the amount of cortical space devoted to a
given portion of the retinal input: Notably, previous work has shown
that the central visual field is represented by a larger area compared to
periphery (Daniel and Whitteridge, 1961).

To quantify cortical magnification across the retinotopic maps
recovered previously, we selected sources located on a line running
along the upper lip of the calcarine sulcus for all 4 hemispheres of the
two subjects (Engel et al., 1997). The line was chosen to sample the
range of eccentricities shown in Figs. 4 and 5.

Fig. 6A plots the location of each receptive field as a function of the
position of the corresponding source. Here position is referenced to a
single source with a receptive field at an eccentricity of 5.8° (Engel
et al., 1997used 10°). Relative to more foveal sites, stimulation at 5.8°
activates a small portion of the visual cortex, which facilitates more
accurate alignment across subjects and across hemispheres.

Each point in Fig. 6A corresponds to a source with a significant
receptive field. Negative values on the x-axis correspond to sources

Fig. 5. Same as Fig. 4, but for subject 2.
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located posterior to the 5.8° eccentricity point, and positive values
indicate more anterior sources. The x-axis of the plot represents
geodesic distances between the sources on the cortical surface.

The results indicate a consistent trend across hemispheres and
across subjects. Near the posterior end of the occipital cortex (leftmost
points in Fig. 6A), changes in cortical location yield very small changes
in the retinal location of the corresponding receptive fields; in other
words, the central region of the retina is represented by a relatively
large amount of cortical space, as reported with other methods
(Duncan and Boynton, 2003; Endo et al., 1997; Engel et al., 1997;
Horton and Hoyt , 1991; Qiu et al., 2006; Sereno et al., 1995). In
contrast, sources located more anteriorly (rightmost points in Fig. 6A)
are associated with less cortical tissue; small changes in retinal position
yield large changes in cortical position.

These trends can be captured parametrically by an exponential
function that relates increases in retinal eccentricity distances on the
cortical surface. To explore this relationship, we fit a function of the
form: θ e= c d d( + )0 (6) (Engel et al., 1997), where θ is the eccentricity of
the receptive field for the source, d the cortical distance, and c and d0
are parameters that scale and shift the exponential relationship. The
mean values of the parameters obtained were: θ e= * d0.04 ( +40.01). From
these values we obtained the linear magnification factor, which has
units of millimeters of cortex per degree of visual angle: M θ θ( )=( )

c
1 −1

(Qiu et al., 2006). From our data, the corresponding relationship is
M θ θ mm degree( )=21.14 /−1 . These values are plotted in Fig. 6B (Brown
dashed line), along with analogous functions from previous studies.

The shape ofM found from our data is similar, although with a clear
upward shift with respect to that obtained with fMRI and PET(Duncan
and Boynton, 2003; Engel et al., 1997; Horton and Hoyt , 1991; Qiu
et al., 2006; Sereno et al., 1995).

Comparison with fMRI

To compare the results that we obtained from the MEG analysis to
those obtained in the same subjects with fMRI, we selected the same
lines along the calcarine sulcus that were selected for creating Fig. 6A
for each of the 4 hemispheres. These are overlaid with the data points
from the fMRI results in Fig. 7. Only the data points for MEG sources
with significant receptive fields were included on the plot. Overall the
results indicate a close correspondence between the retinotopic orga-
nization obtained with MEG (red dots) and with fMRI (blue stars) in all
hemispheres.

Spatial resolution of MEG

We used the pattern of visual responses and source locations
described above to estimate the spatial resolution of MEG.
Conceptually one can characterize spatial resolution as the minimum
physical separation of sources that reliably yields different visual
responses. Given the convoluted nature of the cortex, we expect this
measure of resolution to differ depending on the position of each
source relative to individual sulci and gyri. We therefore estimated
spatial resolution separately for sources of different orientations. For
this analysis, we considered all sources for which statistically signifi-
cant receptive fields could be recovered (see Methods).

We developed a metric of correlation (SI; see Methods) that takes
into account the responses of each source to each frame of the visual
stimulus presentation. This metric takes values near 1.0 for sources
that have identical responses across all stimuli to 0.5 for sources that

Fig. 6. (A) Visual field eccentricity as a function of distance from the 5.8° source in V1 for all 4 four hemispheres of the two subjects. The sources were selected from a line that runs
along the upper lip of the calcarine sulcus. The different shapes and colors of the data points indicate the hemisphere to which they belong. The dashed red line represents the fit to the
data. (B) Comparison of the cortical magnification factor among the present and previous studies.

Fig. 7. Comparison between MEG (red dots) and fMRI (blue stars) data for the 4
hemispheres. Data points were selected along linear regions of interest that run along the
upper lip of the calcarine sulcus. The green and blue dashed lines correspond to the 95%
significance bounds for MEG and fMRI exponential fits respectively.
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respond completely independently. We estimated this correlation for
all pairs of sources, combining data for sources separated by similar
geodesic distances and relative orientations.

The pairwise value of this correlation is plotted in Fig. 8A, as a
function of geodesic proximity and relative orientation between
sources. As expected, the responses of nearby sources with similar
orientation are highly correlated, and this correlation decreases with
increasing differences in spatial position or orientation. In the limit, the
pairs of sources are nearly completely independent, as sources that are
physically far apart respond to stimuli that are widely separated in
retinal space.

We estimated the spatial resolution of MEG as the decay constant of
an exponential fit to the correlation functions obtained in our data (see
Methods and Fig. 8A) (Adjusted R2: 0.68). The results show that for
sources with the same orientation (i.e. cortical regions along a
relatively flat region of a sulcus), responses can be reliably differen-
tiated when they are separated by approximately 7.0 mm. For regions
of greater curvature (i.e. near a gyrus), resolution can be considerably
greater. The red line in Fig. 8B indicates that the decay constant is
reached at smaller physical separations for dipoles of increasing
relative orientations. Assuming a maximum curvature of 1.5 mm−1

that can be measured before reaching the noise level of the MRI
measurement on an 1×1 mm isotropic space (Pienaar et al., 2008), this
calculation yielded a maximumMEG resolution of 0.49 mm (blue line).
For regions with more modest curvature (green and yellow lines in
Fig. 8B), resolution was on the order of 2–4 mm.

Of course, any estimate of resolution will depend on various
experimental and analytical choices. Although we did not explore these
factors exhaustively, we performed one additional analysis to explore
the influence of response threshold (see Methods). A lower threshold (2
standard deviations below the mean) admitted far more responses into
our receptive field measurements, but lowered the resolution signifi-
cantly, yielding values of 41.3 mm and 105.0° for the space and
orientation constants. By comparison, a threshold of 4 standard
deviations yielded a space constant of 3.6 mm, and an orientation
constant of 52.5°. Although this resolution was slightly better than
what we obtained with the 3 standard deviations threshold, it led us to
reject 97% of the data that was used in the 3 std threshold condition.

Thus the higher threshold might be warranted for experiments with
rich data records, if extra resolution is necessary.

Discussion

Brief summary of results

In this study we have demonstrated the capacity of individual MEG
sources to show selectivity for specific areas of the visual field. We
showed that localized visual receptive fields for individual sources
(Fig. 3) can be obtained from modest amounts of data (Appendix 3),
and that the ensembles of these receptive fields form orderly maps
within the occipital lobe (Figs. 4 and 5). These maps are well matched
to those obtained with fMRI (Fig. 7). Analysis of correlated responses
between pairs of sources suggest a reliable resolution on the order of a
few millimeters, with the precise number depending on local brain
curvature (Fig. 8).

Comparison to previous work

The resolution of any imaging modality depends on a combination
of the instrument and the analysis methods. For MEG, an important
aspect of data analysis is the set of assumptions needed to reach a
unique solution (Baillet et al., 2001; Hämäläinen and Ilmoniemi, 1994;
Hämäläinen et al., 1993; Pascual-Marqui et al., 1994; Sarvas, 1987) to
the electromagnetic inverse problem (Helmholtz, 1853). These require
a method for modeling the source of MEG signals.

Traditionally, two approaches for modeling brain activity have been
used: dipole methods, and imaging methods. Dipole methods make use
of a small number of dipoles to explain the cortical activity in the
simplest possible way. Although they achieve seemingly point-like
localization, these models are restrictive, and an imaging method is
preferred when the number of active regions cannot be predicted or
large areas are activated (Benbadis et al., 2010; Darvas et al., 2004). An
imaging method with distributed sources along the cortex is generally
expected to provide coarse resolution due to the largely underdeter-
mined character of the inverse problem: the model transforms the
signals from a few hundred sensors to tens of thousands of sources on

Fig. 8. (A) 2-dimensional exponential fit of the separation index (SI) as a function of spatial separation and relative orientation of pairs of sources. The correlation decreases along both
dimensions, and the decay constant (red line) is taken as a measure of resolution. (B) Different combinations of geodesic distance and relative orientation between sources influence the
separability among responses. The red line represents the red line in Fig. 8A. The area marked in red represents the combinations that are beyond the resolution of MEG, and the green
area the combinations that MEG can resolve. The dark patterned area represents observations that are within the noise level of the MRI tessellations. The other colored lines represent
resolution for dipoles placed near gyri with different curvatures. The blue line shows the combinations on a gyrus with the maximum curvature typically found in human brains; this
therefore represents the limit of MEG resolution.

K. Nasiotis et al. NeuroImage 145 (2017) 107–117

114



the cortex. Nevertheless, imaging methods provide a more realistic
representation of the cortex and are more suitable to account for
spatially extended cortical activations. When the activated areas are in
close cortical proximity, the localization of the sources becomes
problematic, resulting in crosstalk between nearby sources (Liu et al.,
2002). The minimum distance required to overcome this crosstalk
provides one estimate of the spatial resolution of MEG.

Previous studies focused on the localization accuracy of MEG,
which is the cortical distance between a “ground truth” cortical
location, and the center of mass or peak of the MEG activation. The
cortical points that are selected as the true origin of the activity are
usually cortex locations that show increased activation in equivalent
fMRI experiments (Moradi et al., 2003; Poghosyan and Ioannides,
2007; Sharon et al., 2007), locations that have been chosen in
simulations (Liu et al., 2002), dipole localization in phantom studies
(Leahy et al., 1998; Sutherling et al., 2001) or even dipoles that were
placed inside a cadaver head (Barth et al., 1986).

Although previous MEG studies have examined the visual cortex,
none to our knowledge has attempted to recover detailed retinotopic
maps. Two previous studies demonstrated differentiation in response
timing across entire visual areas(Cottereau et al., 2011; Hagler et al.,
2009), while another study (Sharon et al., 2007) used several inverse
methods to compare localization of fMRI and MEG+EEG from only 4
visual field stimuli positions. Cicmil et al. (2014) used 3 different
inverse problems (MNE, Beamformers and Multiple Sparse Priors)
with quadrant checkerboards and rings of 3 different eccentricities, and
concluded that significant improvement could be achieved by using
MNE on eccentricity stimuli confined to one visual field quadrant.
Another study (Brookes et al., 2010) used a retinotopic experiment of 5
wedges and investigated the effect of data averaging from a retinotopic
experiment on the spatial specificity of MEG. Moradi et al. (2003)
compared MEG early activation with fMRI in V1 and achieved
localization errors on the order of just 3–5 mm. Perry et al. (2011)
used a rotating checkerboard stimulus and examined the elicited power
at gamma frequencies, which did not yield a trajectory consistent with
V1 anatomy. Poghosyan and Ioannides (2007) displayed circular
checkerboards in 8 positions of the visual field and achieved localiza-
tion in each visual cortex area to within 2mm of a simulated activation
center.

Several previous MEG tonotopy studies have used sharp responses
(namely the M100) for detecting selectivity (Cansino et al., 1994;
Langner et al., 1997; Pantev et al., 1988, 1994, 1995). It would be
interesting to use the method described in this paper to retrieve the
tonotopic organization of the auditory cortex.

Limitations of current results

The method for computing the receptive fields that was described in
this paper led to the creation of retinotopic maps that follow the known
retinotopic organization of the primary visual cortex, on the upper lip
of the calcarine sulcus. However, this technique was unable to capture
many sources with significant receptive fields in the upper visual field
(see Appendix 4 and 5); these are located below the calcarine sulcus.
One reason for this might be the fact that every stimulus frame was
comprised of several squares that were projected onto both the upper
and lower visual field. Since it has been reported (Fylan et al., 1997;
Perry et al., 2011; Poghosyan and Ioannides, 2007; Portin and Hari,
1999) that the signals from upper visual field stimulation are weaker
than those from the lower visual field, it might be that their event
related responses were not strong enough to cross the amplitude
threshold.

A second limitation is that our retinotopic maps detected few
significant receptive fields inside the sulci. This becomes evident when
we project the maps onto an inflated cortex (Appendix 6). This leads to
the appearance of discontinuities on the gradient of the eccentricity
map for both subjects. These results are consistent with previous work

showing reduced signal strength for sources located inside sulci
(Goldenholz et al., 2009). Consistent with this idea, we found in pilot
studies that the ratios of the peak z-scored signal fluctuations relative
to pre-stimulus baseline (Appendices 1–3) were higher in the upper lip
of the calcarine sulcus (1.18) than in the lower lip (1.05) or the inside
the sulcus (1.00). Since the method for estimating receptive fields is
solely based on amplitude thresholding, the lack of significant results in
the upper visual field is likely due to relatively poorer signal strength in
the corresponding cortical space.

Another limitation was that significant receptive fields were mostly
recovered in the primary visual cortex, and our attempts to recover
retinotopic maps in extrastriate areas were less successful. We also did
not detect the borders between areas V1, V2, and V3 that typically
appear as inversions of the angle of visual field selectivity (Dougherty
et al., 2003; Sereno et al., 1995; Wandell et al., 2007). One possible
explanation is that we filtered our data (Fig. 2) at frequencies
specifically chosen to optimize V1 responses. This filtering might have
been optimal for capturing large signal fluctuations on V1 sources but
not necessarily for others. Similarly, we optimized our stimuli based on
estimates of receptive field sizes in early visual areas (Freeman and
Simoncelli, 2011). Presumably, for any visual area, using larger stimuli
would yield poorer resolution, while smaller stimuli would yield weaker
responses, although we have not explored this trade-off experimentally.

MEG usage is beneficial in areas were the fMRI signal gets distorted
due to large blood vessels

The fMRI signal can be affected by the presence of large blood
vessels in certain areas due to the inflow effect (Gao and Liu, 2012).
Consequently retinotopic maps in our fMRI experiment had small
patches in which the signal could not be resolved reliably. Those areas
were located on the most posterior part of the cortex for both subjects.
Nearby voxels showed selectivity for stimuli presented at eccentricities
less than one degree, suggesting that the missing patches also
represented the central part of the visual field. Because MEG measures
neuronal activity directly, it is not perturbed by large vessels, and thus
we were able to resolve cortical activity in these regions (Figs. 4 and 5).
This suggests that MEG can provide information that is complementary
to that obtained with fMRI.

Resolution

Our results show that the resolution is affected by both the distance
and relative orientation among sources (Fig. 8). Thus we expect spatial
resolution to be quite different for sources located around gyri, within
the sulci (see above), and in flatter areas. Given optimal brain curvature
and sensory stimulation, MEG can detect differential selectivity
between sources that are physically very close. However, for flatter
regions of cortex, the resolution is likely to be substantially worse than
that of fMRI. Therefore smoothing of the retinotopic maps obtained
with MEG is helpful for comparing between the two modalities.

Findings of differential selectivity for sources in very close proxi-
mity have been reported recently (Cichy et al., 2015), in a study in
which the authors investigated the ability of MEG to discriminate
between distributed simulated patterns of cortical activity differing on
the macro-column scale. Moreover, a recent study investigated the
ability to differentiate cortical laminae with the use of different MEG
models and a head-cast for minimizing head-movements (Troebinger
et al., 2014). Therefore, a combination of an appropriate model at the
appropriate cortical geometry can yield surprisingly good results.

Importantly, any estimate of MEG resolution will be influenced by
the forward and inverse modeling required to transform the signals
from the sensor level to the source level. Continuous head position
recordings or even the usage of a head-casket or bite-bars is expected to
improve the co-registration with the head-points and therefore the
quality of the data recorded. Our results regarding the effect of dipole
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orientation on resolution highlight the importance of using each
subject's fMRI data to place the dipoles. If the anatomy used is based
on an atlas, it is expected that the sources’ placements will not be ideal
and therefore the localization will be affected.

Although we used standard Brainstorm parameters in our model-
ing, other choices would likely have led to different conclusions about
the level of crosstalk and point spread (Liu et al., 2002) shared by
nearby sources. Similarly, our conclusions about resolution were
determined by the assumption that the dipoles orientations were
normal to the cortical surface and followed cortical curvature along
the gyri and sulci. Moreover, the analysis that was performed in this
study, reflects the resolution that can be achieved with a specific
selection of methods; namely, the threshold applied to the signal
amplitude and the stimulus that was projected.

Conclusion

MEG has traditionally been used in applications requiring excellent
temporal resolution. However, its spatial resolution is most often
considered to be coarse. We have shown that MEG can recover
retinotopic maps with similar shape to those obtained with fMRI,
and in some areas with comparable spatial resolution.
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